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Highlights
Machine learning models were used to detect cyber-racism during COVID19
pandemic.

Cyber-racism detection based on negative English tweets.

Random Forest with bagging emerged to be the best detection classifier.

Top themes of cyber-racism - Eating habit, Xenophobia and Political hatred.

Abstract
The study investigated cyber-racism on social media during the recent Coronavirus pandemic
using a semi-supervised approach. Specifically, several machine learning models were trained to
detect cyber-racism, followed by topic modelling using Latent Dirichlet Allocation (LDA). Twitter
data were gathered using the hash tags Chinese virus and Kung Flu in the month of March 2020,
resulting in 7,454 clean tweets. Negative tweets extracted using sentiment analysis were annotated
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(Racism, Sarcasm/irony and Others), and used to train several machine learning models.
Experimental results show Random Forest with bagging to consistently outperform Random
Forest, J48 and Support Vector Machine with an accuracy of 78.1% (Racism versus Sarcasm/Irony)
and 77.9% (Racism versus Others). LDA revealed three distinct topics for tweets identified as
racist, namely, Eating habit, Political hatred and Xenophobia. Consistent detection performance
of the models evaluated indicate their reliability in detecting cyber-racism patterns based on
textual communications.

Keywords

Cyber-racism; Machine learning; Topic modelling; Sentiment analysis; Social media

Recommended articles

Cited by (0)

View full text

© 2021 Elsevier Ltd. All rights reserved.

Copyright © 2022 Elsevier B.V. or its licensors or contributors.
ScienceDirect® is a registered trademark of Elsevier B.V.

https://www.sciencedirect.com/science/article/pii/S0736585321001908
https://www.sciencedirect.com/science/article/pii/S0736585321001945
https://www.sciencedirect.com/science/article/pii/S073658532100191X
https://www.elsevier.com/
https://www.relx.com/

