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A B S T R A C T   

The availability of social media such as twitter allows users to express their feeling, emotions and 
opinions toward a topic. Emojis are graphic symbols that are regarded as the new generation of 
emoticons and an effective way of conveying feelings and emotions in social media. With the 
surging popularity of Emojis, the researchers in the area of Emotion Classification strive to un-
derstand the emotion correlated to each Emoji. Two of the most the successful approaches in 
emoji analysis rely on: 1) official Unicode description and 2) manually built emoji lexicons. Since 
the use of emoji is socially determined, the former approach is not aligned with intended semantic 
and usage, which leads researchers to opt for emoji lexicons. To overcome problem of lexicon- 
based approach, we proposed a method to classify emojis automatically. Therefore, we present 
a modified Pointwise Mutual Information (PMI) method, called Balanced Pointwise Mutual 
Information-Based (B-PMI), to develop a balanced weighted emoji classification based on the 
semantic similarity. Further, deep neural network is used to represent emoji in vector form (emoji 
embedding) to extend the pre-trained word embeddings. We carefully evaluated the proposed 
method in multiple twitter datasets that are employed in sentiment and emotion classification 
using machine learning (ML) and deep learning (DL) approaches. In both approaches, extending 
word embedding with the proposed emoji embedding improved results. The DL-based approach 
achieved the highest f1-score of 70.01% for sentiment classification, and accuracy score of 
56.36% for emotion classification. ML-based approach obtained accuracy score of 52.17% in 
emotion classification.   

1. Introduction 

Social media are web-based online tools that are now an important part of people’s lives, enabling them to use various platforms to 
communicate and share their personal opinion on a variety of topics. The shared information not only conveys literal information, but 
also shows one’s perception or emotional attitudes towards the information. Thus, evaluating the content on social media platforms is 
essential to understand peoples’ emotions (El-Naggar et al., 2017). The availability of large amount of user-generated textual data by 
various users in diverse types of social media (e.g., forum, weblogs, and social networks) makes the process of recognizing emotions 
and extracting logical emotional patterns from such unstructured data a critical task to perform (Al-Moslmi et al., 2015; Dashtipour 
et al., 2016; Wikarsa and Thahir, 2016). Sentiment analysis is used to overcome this problem. Sentiment analysis is the computational 
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study of people’s attitudes, emotions, and opinions in regard to different topic or events (Al-Moslmi et al., 2017). Sentiment analysis is 
the process of detecting polarity (negative, positive) in text, which is too general for some tasks such as decision making (Feldman, 
2013; Saif et al., 2012). Thus, the efforts have shifted toward determining sophisticated and more fine-grained affective feelings, such 
as emotions (happy, sad, joy, etc.) in text, which is known as emotion analysis. The importance of emotional state on human 
communication, decision making, and social behavior coupled with the complexity in expressing and discerning emotion in language, 
lead the researchers in emotion analysis field to develop techniques to analyze and understand people’s state of mind, emotion and 
feelings (Gambino and Calvo, 2019; Zhang et al., 2018). Twitter as one of the biggest social network platforms is enriched with diverse 
opinions and emotions that allow users to add expression in form of text, hashtag, emoji or gif. Such forms of expressions are shown to 
be significantly more engaging than just text (Bakhshi et al., 2016). Beside hashtag, which has shown to be indicative of emotion in 
tweet (Ahmad et al., 2019), using Emojis are an effective way of conveying feelings and emotions in social media. They are encoded in 
Unicode and are incorporated into Unicode Standard which indicates the possible long-time usage compared to application-specific 
smileys or stickers. According to the Unicode Character Encoding Stability Policies “Once a character is encoded, it will not be 
moved or removed.”1 New Emojis are continuously offered to the social media platform to add meaning and nuance to the text and 
enrich digital interactions. Hence, emojis are important especially in domains that deal with emotions such as: marketing, psychology, 
and politics. It gives organizations the ability to monitor users in different social media platforms and allows them to act accordingly. 
Analyzing emoji is different than analyzing text owing to their unique characteristics, such as their lack of a clear phonetic inter-
pretation and their visual nature (Pohl et al., 2017). 

According to the extensive research of psychologists, there are two main approaches for emotion modeling including categorical 
approach and dimensional approach (Alswaidan and Menai, 2020). In contrast to the dimensional approach which refers to broad 
emotional experiences (example pleasant, unpleasant), the categorical approach suggests basic emotions (for example: joy, disgust, 
and anger) with distinct expressions that are universally recognized. In this paper, since we refer to emotions as discrete categories, we 
utilize categorical approach. The most commonly used categorical emotion models in Natural Language Processing (NLP) tasks are 
theory of Ekman (Ekman and Friesen, 1972) with 6 basic emotions, and Plutchik’s Wheel of Emotion (Plutchik and Kellerman, 1980) 
with 8 primary emotions. More number of distinct emotions require deeper insights, and it is difficult even for human annotators to 
distinguish emotions, such as anger and disgust, because of the similarities between them (Aman and Szpakowicz, 2007). 

Humans use the power of logical, and linguistic reasoning to understand the intent and emotion that can be conveyed in a message. 
However, computers do not naturally have the ability to understand words or emojis as human does. In the field of NLP, each term 
(word or emoji) is represented to the computer in the form of numeric vectors. Word Embedding is one of the most popular concepts for 
vector representation. Bag of Words (BoW) and Term Frequency-Inverse Document Frequency (TF-IDF) are two forms of word em-
beddings (Salton and Buckley, 1988). BoW is an algorithm that builds a vocabulary based on the unique words in the corpus and takes 
their number of occurrences to create vectors. The core idea is that similar documents include similar words which is used for ap-
plications like search, document classification, and topic modeling. In TF-IDF each word in the vocabulary is given a weight based on 
their importance. For example, higher weight is assigned to words occurring in only a few documents, and the word that appears in 
more documents may have less value. Removing the less valuable words makes the model building less complex by reducing the input 
dimensions. These two algorithms result in a vector with lots of zero scores, which is called a sparse vector representation. Sparse 
vectors require more memory and computational power. 

Despite the success of BoW and TF-IDF in the field of NLP, Word Embedding based on neural network models such as GloVe, and 
Word2Vec have proven to be more effective and shown better results where understanding the context of words is concerned. In these 
models, each word is represented by a vector, instead of a number (wordcount or weight). These vectors, called dense vector repre-
sentations, retain most of the linguistic information and semantics of the terms present in the sentence by grouping commonly co- 
occurring items, that share common contexts, together in the representation space. Word vectors with similar meanings have vec-
tor representations that are positioned close to one another in the embedding space. There are publicly available word embeddings 
which are generated as a result of training these models on very large amounts of text data. Such pre-trained word embeddings can be 
reused in various NLP tasks such as sentiment classification, emotion classification, depression detection. 

The emotions in text are detected and analyzed using various techniques, such as machine learning approaches (supervised, and 
unsupervised learning methods), keyword-based, and lexicon-based approaches (Chaturvedi et al., 2016). While machine learning 
approaches rely on classifiers, such as Support Vector Machine (SVM) and Naïve Bayes, the lexicon-based approaches are developed 
based on the word-emotion lexicons. Two of the well-known emotion lexicons are WordNet-Affect (Strapparava and Valitutti, 2004), 
which used seed words to generate the same emotions for all WordNet synonyms, and the NRC word-emotion lexicon (Mohammad and 
Turney, 2013) in which an emotion is assigned to more than ten thousands English words by manual annotation. The vocabularies 
attributed to the aforementioned emotion lexicons are static and formal, making it challenging to apply to social media context that 
requires dynamic and informal lexicon for emotion detection. To address this limitation, researchers have applied various unsuper-
vised techniques, where developing emotion lexicons rely on associations between words and emotions by finding their probabilities of 
appearing together. These techniques are applied on manually labeled dataset or weakly labeled emotion corpus. The core idea of 
weakly labeling, also known as distant supervision, is using hashtag for pseudo-labeling in the tweets. In the study by (Mohammad, 
2012) the researchers applied Pointwise Mutual Information (PMI) to learn a word-emotion lexicon that led to better results compared 
to WordNet-Affect lexicon in an emotion classification task. In this approach, weakly labeled corpus was extracted from tweets that 

1 http://unicode.org/policies/stability_policy.html 
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contained any of Ekman’s emotion hashtags. PMI measures the relationship between two variables by comparing the probability of 
observing two variables together with the probability of observing two variables independently. There are several researches that have 
discussed the effectiveness of PMI in capturing associations between words and emotions (Bandhakavi et al., 2017; Sintsova and Pu, 
2016), quantifying implicit associations among nodes in community detection (Luo et al., 2020), and recognizing word synonyms in 
web search engine (Turney, 2001). 

The aim of our research is to develop a method to automatically categorize emoji into fine-grained emotion classes using partially 
annotated data, which is a combination of annotated and unlabeled data. As it was mentioned, new emojis are introduced every year to 
the social media platform which makes it a difficult task to manually update and categorize emojis. Thus, there is a need to auto-
matically categorize the emojis. To address this challenge, we used emotions from existing labelled data as well as hashtags as initial 
labelers, and then a modified PMI method is introduced to discover association between emotional terms and Emoji based on their co- 
occurrences. The success of proposed method owes to two main novelties:  

• Firstly, we use sophisticated emotion categories (11 emotions instead of 6 basic emotions) and perform multi-label emotion 
classification by discovering the semantic similarity between emoji and emotion categories. Classification into a greater number of 
distinct emotion categories is more difficult due to the similarities between emotions.  

• Secondly, we suggest a novel Balanced Weighted PMI algorithm (B-PMI) that considers the imbalance of emotion classes in dataset, 
which allows to compensate for the PMI biasness toward less frequent emotion categories. As a result, an emoji lexicon is built that 
provides more emotion related features to enhance the performance of emotion classification. Concretely, applying pre-trained 
model to develop emoji embedding achieved higher classification accuracy. 

The proposed method is validated on tweets in the field of sentiment analysis (negative, positive, neutral) and emotion classifi-
cation (containing 11 emotion categories). The results show that the novelties increased the performance in both keyword-based and 
word embedding approaches using machine learning and deep learning methods. We compared our method with pre-trained word 
embeddings on two different datasets, which achieves higher micro-F1 scores. According to the performed experiments withing the 
domain of tweets, the practicality of this approach is confirmed. 

This article is organized as follows: related works are presented in the Section 2. Section 3 presents the proposed B-PMI method that 
helps to classify emoji, assign labels to emoji, and develop emoji embedding. Section 4 describes a deep learning-based approach for 
sentiment analysis and multi-label emotion classification. Section 5 presents evaluation metrics and datasets. Section 6 discusses the 
results and finding obtained from the experiments. In the final section, conclusion and future work are discussed. 

2. Emotion indicators in tweet 

Text is a virtually unlimited resource on internet which is usually fused with various forms of expressions such as emoticon, emoji 
and gif. Using emoticons as indicators of emotion in tweets is discussed in earlier works, such as the study by Go et al. (2009), that 
eliminated time consuming task of manually annotating tweets by automatically creating training data. They suggested positive 
emoticons, like:), indicates tweet is positive, and tweets with negative emoticons, like:(, and are negative. Yu et al. (2019) developed a 
system to extract emoticons in Chinese context and utilized kinesics model to divide emoticons into semantic areas (eye, nose, etc.) and 
classified them into one of seven affect categories (e.g. negative leader, negative follower, etc.). In comparison to other models that 
used n-grams or dictionary, this study extracted feature vector from emoticons and then used machine learning methods such as Naïve 
Bayes (NB), Random Forest (RF), Support Vector Machines (SVM), and Logistic Regression (LR), as well as heuristics method to classify 

Fig. 1. Sample Unicode Description for Emoji.  
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the emoticons, in which heuristics method outperformed machine learning methods. 

2.1. Determining emotions based on emojis 

Emoji as new generation of emoticons has been studied in recent researches. Jiang and Wilson (2018) explored the use of emoji in 
degree of misinformation in the original post. The result showed significant negative correlations between eight cluster of emoji and 
veracity of original tweets, as people usually used them when commenting on posts with low veracity. Raza et al. (2019) proposed a 
scoring approach to get the semantic orientation (positive, negative, neutral) of frequently used emoji by using a manually compiled 
list of Emoji. Vora et al. (2017) replaced the emojis with their textual meaning based on Unicode Consortium’s emoji definitions 
(Fig. 1). Similarly, in the study by Hauthal et al. (2019), emojis are categorized based on their Unicode names, and the synonyms 
associated to their description, which results in categorizing 86 emojis to one of the six emotional categories by Ekman (Ekman and 
Friesen, 1972). AlMahmoud and AlKhalifa (2018) calculated the sentiment of the emoji by classifying emojis into positive, negative, 
and neutral. Despite the fact that some emojis clearly represent the emotion, other emojis may not carry a clear meaning or emotions. 
For the sentiment-ambiguous emoji which are difficult to classify, they surveyed 146 people in order to determine sentiment of each 
emoji. Fernández-Gavilanes et al. (2018) proposed an unsupervised sentiment analysis approach to create emoji lexica based on their 
Unicode description. 

One of the remarkable studies in emoji classification is the study by Pohl et al. (2017) that proposed an emoji similarity model that 
automatically creates emoji-pairs and optimize emoji ordering to retrieve a fitting emoji based on the emoji or text user entered in the 
applications. They developed two models: one is based on the emoji annotations or tags which has poor coverage for many emoji, and 
the other model is based on semantic information on emoji which does not require manual annotated data, scale better for larger emoji 
pairs, captured more nuanced relationships of emoji despite having more noise. In their study they implement skip-grams which is a 
form of Word2vec (Mikolov et al., 2013). Similarly, Urabe et al. (2021) proposed a deep learning based method to improve the 
emoticon recommendation system using pre-trained embedding models such as Word2Vec. Eisner et al. (2016) presented emoji 
embedding approach to automatically interpreting the emotional content of an emoji from their Unicode description. Considering 
embedding models, there have been only a few studies on emoji embedding and all of them have been done recently (Eisner et al., 
2016; Guibon et al., 2018). Many researches used existing pre-trained word embeddings such as Stanford’s GloVe (Pennington et al., 
2014), which is based on words co-occurrences, Google’s Word2vec, and the pre-trained word embedding trained on 550 million 
English tweets (Baziotis et al., 2018) which used Word2Vec algorithm with skip-gram model. However, the available pre-trained word 
embeddings do not have emoji or support very few numbers of emojis. 

Therefore, according to the studies, there are two main approaches to interpret the emoji in tweet:  

1) Keyword-based approach in which each emoji is assigned a label that are used for expressing them, such as using their Unicode 
description.2 However, it is not guaranteed that their popular usage aligns with their description (Wood and Ruder, 2016). 

Another way is using an emotion label such as negative, positive, happy, or disgust which can be assigned to each emoji manually or 
automatically. In most of the existing researches, emojis are often categorized in one emotional class (Fernández-Gavilanes et al., 
2018), though emojis can express more than one emotion and can be considered as multi-label classification problem. Categorizing 
emojis manually, is prone to misinterpretations and may omit important details regarding usage. In the process of emotion clas-
sification using keyword-based approach, the emoji is replaced with the associated label.  

1) word embedding approach that includes word representations in finite dimensional vector space; Word embeddings can be 
developed from scratch which requires large dataset or can be obtained from available pre-trained word embeddings. The emoji in 
existing pre-trained word embeddings are usually limited and does not include new emoji. Thus, developing an emoji classification 
method based on semantic similarity between emoji and emotional words can potentially improve emotion classification while 
requiring a smaller number of data. Learning the emotion class of more emojis and extending pre-trained word embeddings, results 
in providing more emotional related features in emotion classification and therefore, improve its discriminative power in the 
emotion classification. 

2.2. Emotion classification in tweets 

Co-occurrence based measures for word association such as Pointwise Mutual Information (PMI) (Church and Hanks, 1990), log 
likelihood ratio (LLR) (Dunning, 1993), and Dice (Dice, 1945) are widely used to measure the strength of association between pair of 
words. The wide use of word co-occurrence statistics for measuring semantic similarity is due to the popular assumption that words 
that are mentioned together more frequently are more likely to be conceptually related. Sintsova sand Pu (2016) proposed a distant 
learning method that focused on the problem of imbalance in emotion distribution, as well as detecting neutral tweets. The method 
includes creating emotion lexicons by using a list of descriptive emotional terms for each emotion category and then used PMI to 
determine emotion associations of new terms according to frequent occurrence of the new term with the given emotional terms. This 

2 emojipedia.org 
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method eliminates the need for manually annotated data. introduced a novel classifier namely as Balanced Weighted Voting (BWV), 
that categorized the tweets in the area of sport event into 20-category emotion model and balanced the weight between emotion 
categories that appeared more often than other emotion categories. 

The study by Cheng et al. (2017) defined a model for emotion cause detection using multiple-user structure (i.e., Messages are 
written by multiple users instead of single user) in order to analyze psychology of a group of users who often interact with each other. 
In this study, they developed an emotion cause corpora and then used SVM and LSTM to examine the features extracted from texts, in 
which SVM significantly outperformed LSTM. Although the input of both SVM and LSTM is a word sequence, the mechanism differs in 
each model. In SVM the input is word bags such as tf-idf, but LSTM tries to model dependencies between words. According to the 
authors, due to using informal texts in tweets without proper grammar, LSTM is not powerful enough to learn from their proposed 
method. The method improved emotion cause detection with accuracy between 61.3 ~ 70.5 in comparison with majority-based-base 
line with accuracy of 67.1 

In the study by Zhou et al. (2019) the researchers, proposed an emotional supervised model (nCG-ESM), that uses 
sequence-to-sequence (Seq2Seq) model to generate responses with emotional diversity, including five specified (Angry, Disgust, 
Happy, Like, Sad) or three unspecified emotions, that can be adapted and extended to different scenarios. They adopted a Bidirectional 
Long Short-Term Memory (Bi-LSTM) to produce an emotion distribution for each dialog sentence, and later used cosine distance 
between on-hot vector of emotion word, and emotion distribution. The model showed poor results for Angry and Disgust due to lack of 
training data. The study by Naskar et al. (2020) investigated the emotion changes of users over time in Twitter. This study adapted 
16-state Russell’s circumflex model of Affect (Feldman Barrett and Russell, 1998) and determined the valence and arousal using 
dictionary-based approach. The study by Jabreel and Moreno (2019) focused on the multi-label classification using binary relevance 
(Tsoumakas and Katakis, 2007) method. In the binary relevance method, a multi-label problem is transformed into multiple binary 
problems, one problem for each label. They proposed a transformation method to get a single binary dataset instead of multiple in-
dependent binary datasets. In addition to binary relevance method, label powerset method and classifier chain method have been used 
to treat the multi-label classification problem. 

2.3. Theory of emotion 

Two main emotion models, which are often used in NLP tasks are theory of Ekman (Ekman and Friesen, 1972), and Plutchik’s 
Wheel of Emotion (Plutchik and Kellerman, 1980). In this study, we used Plutchik’s theory of emotion which has 8 primary emotions, 
with addition of love, optimism, and pessimism. Therefore, anger, anticipation, disgust, fear, joy, love, optimism, pessimism, sadness, 
surprise, and trust are the 11 emotion classes which we used in this study. Plutchik’s theory of emotion covers the 6 basic emotions in 
theory of Ekman, and it includes more fine-grained emotions that help to capture the nuances of human emotion. This is the reason for 
choosing Plutchik’s theory of emotion. 

2.4. Identify emojis that shows emotion 

A list of 156 emojis is compiled based on the frequently used emojis in the tweet dataset, as well as commonly used emojis based on 
the real-time statistics in emojitracker.3 We only included tweets that contain any of our specified list of 156 emojis. More information 
about dataset is given in Section 5. 

3. Proposal 

In this study, the problem of emoji categorization is formulated as a multi-label emotion classification task since we study fine- 
grained emotion categories and each emoji might belong to more than one emotion category. 

Given an emoji set X = {emj1, emj2,…, emjK} and emotion categories E = {e1, e2,…, e|E|}, the proposed method (Fig. 2) aims to 
categorize each emoji based on the semantic similarity. The Balanced PMI helps to determine the probability of emoji occurring 
together with emotion categories, and detects the weight W between each emoji and the emotion categories in order to assign labels Y 
= {y1, y2,…, yn}. Thus, we model the relationship between emoji and emotion category in which, each emoji can be assigned to one or 
more emotion labels Yemj = {eik} ∈ E. We later used the resultant emoji with the mapped emotion category, to produce emoji lexicon 
and emoji embedding to be used in the task of sentiment analysis and emotion classification. 

3.1. Method input 

The demonstration of our proposed method is given in Fig. 2. The labeled dataset (Table 1) includes the content of tweet and 
associated labels (0 means not associated, 1 means associated). We transformed the labeled dataset to only include the associated 
labels (Table 2). Besides, we used twitter API4 to crawl English (published in USA) tweets labeled with any of the 11 emotional 
hashtags. The tweets were filtered to include at least one emoji from the list of 156 emojis. 

Therefore, input contains a set of labeled tweets (Table 2) and a set of tweets with emotion hashtags (Table 3). As mentioned in 

3 emojitracker.com.  
4 https://developer.twitter.com/en/docs 
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Section 2.3, we chose a set of standard and representative emotions by Plutchik’s theory of emotion (Plutchik and Kellerman, 1980) 
that consists of eight basic emotions with addition of love, optimism, and pessimism. 

The size of total tweets that contain any of 156 emojis is shown in Table 4. As is evident from the table, this dataset suffers from 
imbalanced data for the emotion classes. The emotion joy is more dominant compared to any of the other Plutchik’s emotions like 
pessimism or trust. 

3.2. Pre-processing 

Text pre-processing includes extraction of emoji and emotional hashtags from tweets which are fed into feature selection. In the 
first step, UTF-8 character encoding is performed to store an emoji as a unique sequence of bytes. Then the emoji is extracted from 
tweet corpus. In the unlabeled dataset, emoji and emotional hashtags are extracted. We used unigram as features to determine the 
number of co-occurrences of each term (term refers to emotion categories and emoji) and retain the terms that appeared M or more 

Fig. 2. An illustration of the proposed system that maps emojis to emotion categories to produce emoji lexicon; the darker shaded areas shows the 
higher weights and therefore, stronger association between emoji and emotion category. 
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times in the corpus. In this study M is equal to 8. 

3.3. Weighted emoji lexicons 

In PMI (Eq. (1)) (Church and Hanks, 1990), P(x,y) is the ratio between number of observed co-occurrences of x and y (joint 
probability) and the size of the corpus (N). P(x,y) is divided by the individual probability of x and y, P(x) and P(y), which are estimated 
by counting the number of observations of x and y in a corpus divided by N (Church and Hanks, 1990). 

PMI : Log
P(x, y)

P(x)P(y)
= Log

f (x,y)
N

f (x)
N

f (y)
N

= Log
f (x, y)N
f (x)f (y)

(1) 

This approach is biased the less frequent emoji or emotion categories to have higher weight (Jurafsky and Martin, 2019; Levy et al., 
2015). This limitation leads us to propose a balance weighted emoji categorization method. We categorized Twitter-specific emoji by 
using a modified pointwise mutual information (PMI) method. In this method, emotion weights (W) of emoji is learnt by measuring the 
semantic similarity between emoji (emj) and emotion categories (ei) using a rebalancing coefficient value. 

3.4. Balanced weighted emoji lexicon and emoji categories 

In order to balance the distribution of emotions and boost the score of frequent pairs, we modified PMI to multiply a rebalancing 
coefficient (Eq. (2)). Therefore, the emotion weight of emoji is computed as: 

Table 1 
Sample of labelled dataset.  

Id Tweet Anger Anticipation Disgust Fear Joy Love Optimism Pessimism Sadness Surprise Trust 

1 @user yes ❤❤; cheering 
homecoming game! 

0 0 0 0 1 1 1 0 0 0 0 

2 @user bts’ trilogy MV is my all- 
time fav 

quite gloomy but beautiful 
as well✨ 

0 0 0 0 1 1 0 0 0 0 0 

3 I’ve been disconnected whilst 
on holiday  

but I don’t move house until 
the 1st October   

1 0 0 0 0 0 0 0 0 0 0 

4 How can l rule my mind!!!!!! 
It’s hilarious that you can’t  

0 0 0 1 1 0 0 1 1 0 0  

Table 2 
Sample of labelled data after transforming the dataset.  

Id Tweet Tweet label 

1 @user yes ❤❤; cheering homecoming game! Joy, Love, Optimism 
2 @user bts’ trilogy MV is my all time fav 

quite gloomy but beautiful as well✨ 
Joy, Love 

3 I’ve been disconnected whilst on holiday  
but I don’t move house until the 1st October   

Anger 

4 How can l rule my mind!!!!!! It’s hilarious that you can’t  Fear, Joy, Sadness, Pessimism  
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Balanced PMI (B − PMI) : W(x, y) = Log
(

f (x, y)
f (x)

1
P(x) P(y)

+
f (x, y)
f (y)

1
P(x) P(y)

)

(2) 

In this formula, x models the occurrence of emoji emj, and y models the occurrence of an emotion class e. Therefore: 

Balanced PMI (B − PMI) : W (emj, e) = Log
(

f (emj, e)
f (emj)

1
P(emj) P(e)

+
f (emj, e)

f (e)
1

P(emj) P(e)

)

(3) 

Where f(e) is the number of observations of an emotion class, and f(emj) is the number of observations of emoji. Using this formula, 
we consider the association between each emoji and emotion class relative to each other. In this case, to compensate for the PMI score 
toward more frequent emotion categories without overestimating their weights: 

instead of using :
f (x, y)

N  

we used
f (x, y)
f (x)

and
f (x, y)
f (y)

.

The higher value of W(emj, e) indicates the stronger association between pairs of emoji and emotion category. 
The output of this step is a set of weighted emojis (L) compromises of emojis with mapped emotion categories that represents the 

strength of relationship based on their semantic similarity. Then it is normalized into probability distribution (Eq. (4)) using Softmax, a 
log-linear classification model which is based on the multinomial distribution (Table 5). Therefore, the weight ranges between 0 and 1, 
and the sum of all the weights will be equal to one (Eq. (5)). 

W(emj, ei) =
eW (emj,ei)

∑
ej∈W eW(emj,ej)

(4) 

Where 
∑

ei ∈E
W (emj, ei) = 1 (5) 

In the set of weighted emojis (L), we specified a threshold value ω in order to obtain the multi-label output (Table 6). The weight of 
emotions Wei that are lower than ω is set to zero. Thus, for each emoji emj those emotions with weights Wei greater than ω are assigned 
as labels (Eq. (6)). 

Yemj =
{

eik

}
=

{
Wei , Wei ≥ ω

0, Wei < ω
, ei ∈ E (6) 

The specific value for the threshold (ω) value was set manually. The threshold was determined based on midrange which is the 

Table 3 
A partial list of tweets with emotion hashtags.  

Id Tweet Tweet 
label 

1 Happiness depends on your mindset and attitude ❤ #focus #trust Trust 
2 Prince Rogers Nelson Missed, And Loved Rih Gone But Not Forgotten!!!!!!  

#sad 

Sadness 

3 Happy Human Birthing Day to this beautiful young lady! - 12 cycles of the earth babe. Honored you chose me to walk this planet w ya! ~Daddy 
❤ 

#joy #happy #loveandlight   

Joy  
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Table 4 
Total distribution of different emotion classes in manually labelled tweets, and tweets with emotional hashtags that include any of 156 emojis.   

Anger Anticipation Disgust Fear Joy Love Optimism Pessimism Sadness Surprise Trust Total 

# of instances 365 205 305 272 4554 1168 2970 108 1320 177 146 11,590 
% of instances 3.14 1.76 2.63 2.34 39.29 10.07 25.62 0.93 11.38 1.52 1.25 100  
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mean of the highest and lowest values. In this study, the threshold is set to 0.2. 
Fig. 3 compares the meaning of emoji provided by Unicode description and point of view of twitter user. Based on Unicode 

description means “dizzy”, but from user’s point of view, this emoji brings joy and optimism. It recommends that the description of 
emoji does not always reflect the actual usage of emoji in twitter. 

We compared the results of PMI and B-PMI for two emoji to better understand the influence of rebalancing coefficient. It is assumed 
that x and y are different random variables, that create bigrams when these two variables appear together. P(x) refers to possibility of 
emoji occurring as the first word of bigram and P(y) refers to possibility of occurrence of y as second word of bigram. The difference 
between B-PMI and PMI is that, while PMI uses the ratio of bigram co-occurrence to the total number of bigrams, B-PMI adapts relative 
frequency where the ratio of bigram is divided by the total occurrence of the unigram. Hence, f(x,y) is divided by f(x) to calculate P(x, 
y). 

According to the results at the Table 7 and Table 8, B-PMI mapped the emoji to emotion classes in accordance with their frequency 
to address the class imbalance. Thus, B-PMI categorized blue heart emoji in trust and anticipation emotion classes, while based on PMI 
this emoji is more indicative of anticipation and love. Similarly, based on B-PMI two hearts emoji symbolizes joy, optimism, and love 
emotions, while PMI categorized this emoji as joy emotion class. 

3.5. Word2vec embeddings 

In this paper, we utilized pre-trained word embedding by Baziotis et al. (2018), which is based on Word2vec model (Mikolov et al., 
2013). The reason why we used this pre-trained word embedding was because it was trained on twitter corpus, and Word2vec model is 
applied to capture the semantic similarity of the texts. 

Word2vec is a two-layer neural network that learns word associations and semantic similarity from natural language inputs and 
represents each word with a fixed-size vector. 

Word2vec uses continuous bag-of-words (CBOW) or continuous skip-gram (Skip-gram) to construct distributed representation of a 
word. The first model predicts the representation of target word by using the words that appeared in the context window. In contrast, 
Skip-gram model (Fig. 4) uses the representation of target word to predict the context. 

Table 5 
Sample of Weighted Emoji Lexicon.  

description anger anticipation disgust fear joy love optimism pessimism sadness surprise trust 

0.4474 0.0134 0.4319 0.0134 0.0134 0.0134 0.0134 0.0134 0.0134 0.0134 0.0134 
0.3406 0.0135 0.3273 0.0135 0.0135 0.0135 0.0135 0.0135 0.2238 0.0135 0.0135  

Table 6 
Sample of Emoji Emotion Lexicon.  

description Emotion 

Anger, Disgust 
Anger, Disgust, Sadness  

Fig. 3. Meaning of emoji in Unicode description vs emoji from Twitter user’s point of view.  
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In the Skip-gram model, input vector x (x1, x2, …, xV) and the output y (y1, y2, …, yV) are one-hot encoded vector of size V. Given the 
vocabulary size V (total unique words), the model aims to learn word embedding vector of size N (N is the dimension of word 
embedding). Matrix W of size V ×N includes the embedding vector of the input word (target word). A hidden layer h is a multiplication 
matrix between one-hot vector x and matrix W. Context matrix W′ is optimized to predict the surrounding words for the target word. 
The multiplication of the hidden layer and the word context matrix W′ produces the output one-hot encoded vector y. 

Word2vec model should be trained to learn the weights W and W′ that minimizes the loss function (e.g. Negative Sampling). Then, 
the word embedding matrix W is used to obtain word vectors. 

Table 7 
Results for B-PMI and PMI: blue heart emoji; s stands for softmax.  

emotion emoji f(e) f(emj) f(emj,e) B-PMI PMI s_B-PMI s_PMI 

anger blueheart 365 267 0 0.00 0.00 0.00 0.05 
anticipation blueheart 205 267 20 6.00 1.85 0.41 0.32 
disgust blueheart 305 267 0 0.00 0.00 0.00 0.05 
fear blueheart 272 267 0 0.00 0.00 0.00 0.05 
joy blueheart 4554 267 135 4.04 0.13 0.06 0.06 
love blueheart 1168 267 78 5.00 1.30 0.15 0.18 
optimism blueheart 297 267 10 4.75 0.31 0.12 0.07 
pessimism blueheart 108 267 0 0.00 0.00 0.00 0.05 
sadness blueheart 1320 267 9 2.69 − 1.99 0.01 0.01 
surprise blueheart 177 267 0 0.00 0.00 0.00 0.05 
trust blueheart 146 267 7 5.50 0.82 0.25 0.11  

Table 8 
Results for B-PMI and PMI: two hearts emoji.  

emotion emoji f(e) f(emj) f(emj,e) B-PMI PMI s_B_PMI s_PMI 

anger twohearts 365 408 0 0.00 0.00 0.01 0.09 
anticipation twohearts 205 408 0 0.00 0.00 0.01 0.09 
disgust twohearts 305 408 0 0.00 0.00 0.01 0.09 
fear twohearts 272 408 0 0.00 0.00 0.01 0.09 
joy twohearts 4554 408 326 4.10 0.79 0.31 0.19 
love twohearts 1168 408 51 3.82 0.08 0.23 0.10 
optimism twohearts 297 408 12 4.31 − 0.04 0.38 0.09 
pessimism twohearts 108 408 0 0.00 0.00 0.01 0.09 
sadness twohearts 1320 408 10 2.04 − 2.45 0.04 0.01 
surprise twohearts 177 408 0 0.00 0.00 0.01 0.09 
trust twohearts 146 408 0 0.00 0.00 0.01 0.09  

Fig. 4. Word2vec (Skip-gram) model with one hidden layer. The figure was created with reference to Orkphol and Yang (2019).  
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3.6. Emoji embedding 

We further used the developed emoji lexicon to build an emoji embedding. For every emoji and the sequence of emotional terms e1 
… eN describing that emoji, we take sum of the individual emotional term vectors as in pre-trained embedding (details are written in 
Section 3.5): 

vemj =
∑N

k=1
ek (7) 

Where vemj is the vector representation of the emoji. 
Since we deployed the pre-trained word embedding with 300 dimensions, the resultant emoji embedding (vemj) has 300 dimensions. 

4. Experimental setup 

We evaluated the effectiveness of our proposed B-PMI-based emoji lexicon and emoji embedding by utilizing machine learning and 
deep learning methods in the tasks of sentiment classification and emotion classification. For machine learning method, we performed 
a Logistic Regression (LR) algorithm, considering unigram as features, with a binary relevance method to treat the multi-label problem. 

In order to perform deep learning method, a Bidirectional Long Short-Term Memory (Bi-LSTM) (Hochreiter, 1998) is used. This 
Deep Learning model is trained with the Keras library based on Tensorflow (Erickson et al., 2017) in Python. Fig. 5 demonstrates the 
system’s architecture. This system includes three main parts which are embedding layer, encoding layer and attention layer. 

Pre-processing includes the following steps:  

• Spell correction: The “ekphrasis” library has been used to check the spelling.  
• Term normalization: The “ekphrasis” library has been used to detect and replace “url”, “email”, “percent”, “money”, “phone”, and 

“user” (e.g. url is replaced with the token URL, @user is replaced with token USER)  
• Segmentation on hashtags: The “ekphrasis” library recognizes hashtags (e.g. #ilovemyteam: I love my team)  
• Lowercasing: To convert the tweet to lowercase.  
• Twitter abbreviation: A list of common twitter abbreviations is provided (e.g. tbh: to be honest, idk: i do not know).  
• Tokenization  
• Lemmatization: Lemmatization is used to map a word to its root form. 

Fig. 5. The utilized Bi-LSTM system (f: forward, b: backward).  
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Algorithm 1: Combining emoji embedding and word embedding 

Input: EP: pre-trained word embedding, EK: emoji embedding, D: tweet datasets 
Output: Word embedding that includes Emoji and Word: EQ 
EQ  = {}; EW = {}; 
foreach w ∈ D do 

if w ∈ X 
EQ = EQ ∪ Ek(w); 

else if w ∈ W 
Ew(w) = EP(w); 
EQ = EQ ∪ Ew(w); 

End 
End 
Return EQ 
Each tweet includes word and emoji which W = {w1, w2,…, wl} is the set of the words in a tweet and X = {emj1, emj2,…, emjk} is the 

set of emojis in the tweet. The embedding layer aims to represent each word wi and emoji emjk by a vector vwi. Let EP be the pre-trained 
word embedding (Baziotis et al., 2018), then the word embedding Ew includes all words in the tweet dataset which have a vector 
presentation in pre-trained word embedding EW(wi) ∀ wi ∈ W,wi ∈ EP. The emoji embedding EK includes the vector representation of 
the emojis obtained in Section 3.6. In the Algorithm 1, the emoji embedding (EK) is combined with the word embedding (EW) to create 
a new word embedding (EQ). 

Then, the obtained word representations from embedding layer is fed into encoding layer. Encoding layer consists of LSTM cell/ 
units with xt as the input vector at time t and output vector ht. There are three gates: input gate (it), forget gate (ft), and output gate (ot) 
in which input vector xt and previous output ht-1 in multiplied to input weight matrix (W) and output weight matrix (U) respectively. A 
Sigmoid activation function σ is employed on each gate to convert the values to probabilities between 0 and 1, which decides how 
much information to keep or forget. Afterwards, for the next cell state ct and output ht, tanh activation function τ is applied. The 
equations in each cell is given below: 

ft = σ
(
Wf xt +Uf ht− 1 + bf

)
(8)  

it = σ(Wixt +Uiht− 1 + bi) (9)  

ot = σ(Woxt +Uoht− 1 + bo) (10)  

ct = ft ct− 1 + itτ(Wcxt +Ucht− 1 + bc) (11)  

ht = otτ(ct) (12) 

Bi-LSTM concatenates a sequence of forward hidden state as well as sequence of backward hidden states as given bellow: 

ht =
[

ht
→
; ht

← ]
(13) 

Lastly, the word attention mechanism (Vaswani et al., 2017; Yang et al., 2016) is used to extract most relevant words. 

si =
∑

t
aithit (14) 

Where: 

Table 9 
Bi-LSTM Hyperparameters.  

Parameter Value 

Embedding Layer EK: Dimensions: 300 
EW: Dimensions: 300 
EQ: Dimensions: 300 

Encoding Layer RNN Cell: Bi-LSTM 
Layers: 2 
Hidden size: 64 × 2 = 128 
RNN Dropout: 0.3 

Output Activation: ReLU 
Sigmoid: 11 units (emotion classification: 11 emotion classes) 
or 
Softmax: 3 units (sentiment classification: positive, negative, neutral)  

Z. Ahanin and M.A. Ismail                                                                                                                                                                                          



Computer Speech & Language 73 (2022) 101330

14

ait =
exp

(
u⊺

ituw
)

∑
texp(u⊺

ituw)
(15)  

uit = tanh(Wwhit + bw) (16)  

uit is hidden representation of hit, which is the result of non-linear activation function (tanh) on the Bi-LSTM output. To calculate the 
attention similarity score of a word, we measure the similarity of the context vector uw with uit. Then a Softmax function is used to 
normalize the importance weight ait. Finally, the outputs of attention layer are summed and sent through Sigmoid operation to get the 
probability distribution of classes for the task of multi-label tweet classification. For the binary classification in sentiment analysis 
where the output is a single label, Softmax function is performed. 

The system was trained using Adam (Kingma and Ba, 2014), with dropout of 0.3, and a mini-batch size of 32 to minimize the binary 
cross-entropy loss function (Table 9). 

5. Evaluation methodology 

We provided details of the ground-truth data used for evaluating the obtained emoji lexicon and emoji embedding. We evaluated 
the proposed method on two datasets for the emotion classification (11 emotion classes) and sentiment analysis (negative, positive, 
neutral) tasks on tweets. The result of proposed B-PMI-based method is compared with available methods based on lexicon (keyword- 
based) and pre-trained word embeddings (embedding-based). We used keyword-based approach to replace the emojis with the words 
that express them such as their description or emotion words. 

5.1. Benchmark dataset 

5.1.1. Emotion dataset. We used SemEval-2018 Task 1: E-C (Mohammad et al., 2018), a multi-label emotion dataset composed of 
English tweets that were manually labeled in 11 emotion classes. In this dataset the data for the emotion classes in not balanced, in 
which the number of examples of one class is substantially more than examples of other classes. Fig. 6 represents the occurrence of 
tweets per emotional class. 

5.1.2. Sentiment dataset. We used dataset prepared by (Novak et al., 2015) that manually labeled tweets in one of the 3 classes: 
positive, negative, and neutral (Table 10). Statistics of the dataset is reported in Table 11. 

5.2. Evaluation metrics 
We used multiple evaluation metrics suitable for multi-class (single-label) classification as well as multi-label classification for both 

tasks of emotion classification and sentiment analysis. 
The evaluation of the predictive performance for multi-label learning systems needs a special approach which is more complicated 

than multi-class (single-label) learning system. In the experiments, various evaluation measures (Gibaja and Ventura, 2015; Tsou-
makas and Katakis, 2007) have been used (Table 12, Table 13). 

6. Evaluation results 

We conducted experiments on two datasets and the results of the proposed algorithm on the benchmark datasets is presented in this 

Fig. 6. Tweet occurrences per emotion class in Multi-label dataset.  
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section. We reported the performance of the machine learning and deep learning classifiers with the baseline emoji labeling methods, 
and further show the significant effect of the resulted emoji lexicon and emoji embedding from the proposed emoji categorization 
method (B-PMI) on the performance of classifiers. We compared the proposed B-PMI-based approach with four other existing em-
beddings as follows: 

Table 10 
Distribution of tweets in each class in sentiment 
dataset.  

Class # of tweets 

positive 3929 
negative 2564 
neutral 2009  

Table 11 
Statistics of the experimental datasets.  

Dataset Single-label / 
Multi-label 

Reference Labels Type #Tweets #tweets with 
emoji* 

SemEval-2018 
Task 1: E-C 

Multi-label (Mohammad 
et al., 2018) 

Anger, Anticipation, Disgust, Fear, Joy, Love, 
Optimism, Pessimism, sadness, surprise, trust 

Train +
validation 

7506 878 

SemEval-2018 
Task 1: E-C 

Multi-label (Mohammad 
et al., 2018) 

Anger, Anticipation, Disgust, Fear, Joy, Love, 
Optimism, Pessimism, sadness, surprise, trust 

Test 3184 762 

Sentiment-tweet Multi-class 
(Single-label) 

(Novak et al., 
2015) 

Negative, positive, neutral Train 51,679 6877 

Sentiment-tweet Multi-class 
(Single-label) 

(Novak et al., 
2015) 

Negative, positive, neutral Test 12,920 1625 

*We only included tweets that has any of our specified list of 156 emoji. 

Table 12 
Definition of Confusion Matrix values.  

Metric Definition Formula 

TN Negative classes which are correctly predicted as negative class – 
FN Positive classes which are incorrectly predicted as negative class – 
TP Positive classes which are correctly predicted as positive class – 
FP Negative classes which are incorrectly predicted as positive class –  

Table 13 
Definition of multi-class single-label and multi-label performance measure.  

Metric Definition Formula 

Precision ratio of tweets that are correctly predicted to the total predicted tweets TP
TP + FP   

Recall ratio of correctly predicted tweets to all tweets in actual class TP
TP + FN    

F1-Score harmonic mean of precision and recall 2 × Precision × Recall
Precision + Recall    

Precisionmicro For multi-label task, where E is the emotion classes 
∑

e∈ETP
∑

e∈ETP +
∑

e∈EFP    
Recallmicro For multi-label task, where E is the emotion classes 

∑
e∈ETP

∑
e∈ETP +

∑
e∈EFN    

Precisione Precision of emotion class “e”, for multi-label task TPe

TPe + FPe    

Recalle Recall of emotion class “e”, for multi-label task TPe

TPe + FNe    

Micro F1 micro-averaged F-score aggregates the contributions of all classes to compute the average metric 2 × Precisionmicro × Recallmicro

Precisionmicro + Recallmicro    

Macro F1 macro-averaged F-score compute harmonic mean of precision and recalls independently for each 
emotion class and then take the average (hence treating all classes equally) 

1
|E|

∑

e∈E

2 × Precisione × Recalle
Precisione + Recalle    

Jaccard Similarity 
Index 

A measure of similarity for the two sets of data which divides the number of correctly predicted labels by 
the union of predicted and true labels. Gt is the set of the gold labels for tweet t, Pt is the set of the 
predicted labels for tweet t, and T is the set of tweets. 

1
|T|

∑

t∈T

Gt ∩ Pt

Gt ∪ Pt    

Hamming Loss fraction of the wrong labels to the total number of labels. Smaller value of Hamming Loss indicates a 
better performance. N defines the number of tweets and L shows the number of emotion labels. 

1
NL

∑N
t=1

∑L
j=1

XOR(Gt,j,Pt,j)
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• Pre-trained Embedding A (Baziotis et al., 2018),  
• Pre-trained Embedding B (Pennington et al., 2014),  
• Unicode emoji description: replacing emoji with its Unicode description (Vora et al., 2017) (Fig. 7),  
• Description embedding: generating emoji embedding by taking sum of the word vectors of its Unicode description (Eisner et al., 

2016) (Fig. 8),  
• Without emoji: removing emoji from tweet. 

6.1. Sentiment analysis (Bi-LSTM with attention model + pre-trained word embedding) 
For sentiment analysis (negative, positive, neutral), we used the dataset provided by Novak et al. (2015) and compared the results 

of different existing embedding researches with the proposed method. 
It is preferable to use micro-average in a multi-class classification in case of imbalanced dataset. Thus, we used micro-average to 

evaluate the performance of the classifier. The proposed emoji embedding is merged with the existing pre-trained word embedding 
(Algorithm 1) to extend the features in the existing embedding. We used word embedding A, since it was trained on a large twitter 
dataset. 

As it can be seen in Table 14, the proposed method improved the micro-recall (67.07%) and micro-f1score (70.01%) with 
competitive, but lower micro-precision (73.21%). Removing emoji from tweets reduced performance of the classification. 

6.2. Emotion analysis 
Two different approaches are implemented to evaluate the proposed method for the task of multi-label emotion classification. As it 

was discussed in Section 5.1, we used the dataset that is provided in SemEval-2018 Task 1: E-C. 

6.2.1. Binary relevance with logistic regression (considering unigram as features). In this experiment a machine learning algorithm is 
applied to classify the tweets. We used Binary Relevance with Logistic Regression algorithm to analyze the effect of the proposed emoji 
lexicon on multi-label classification of tweets. In this method we used unigram as feature and replaced emoji with its description 
(keyword-based approach). The proposed emoji lexicon based on PMI and B-PMI achieved 64.28% and 63.62% micro-average, 
respectively, in comparison with using emoji Unicode description (60.13%). Excluding emoji as emotion indicators in tweet 
dramatically reduced the micro-average result with 46.05%. Using B-PMI based approach slightly improved multi-label classification 
performance in comparing with PMI-based method which shows considering rebalancing factor could potentially increase the accu-
racy. The least value of Hamming Loss belongs to B-PMI-based approach that indicates fraction of wrong labels is less than other 
methods. 

Table 15 and Fig. 9 show the benefits of having balanced weighted PMI (B-PMI) comparing to other methods. Fig. 9 breaks down 
the f1-score for each emotion category. The F1-score for anticipation, optimism and pessimism has significantly improved; however, 
trust recorded zero f1-score due to availability of very few tweets. 

6.2.2. Bi-LSTM with attention model (considering word embedding as features). Similar to Section 6.1, we used Bi-LSTM with attention 
model for the multi-label emotion classification. As shown in Table 16, the proposed method outperformed other methods. Pre-trained 
embedding A shows better results comparing with pre-trained embedding B, since it is specifically trained on twitter corpus. 

Fig. 10 show improvements in the f1-score with B-PMI-based emoji embedding compared to other methods. F1-score noticeably 
increased for anger, disgust, joy, love, optimism, pessimism, and sadness; however, trust recorded zero score due to availability of very 
few tweets. 

Describing emojis according to their Unicode description, help in classification results compared to classification without emoji 

Fig. 7. Replacing emoji with its Unicode description.  
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features. However, the results were not as high as the proposed B-PMI-based emoji embedding. Moreover, the proposed B-PMI-based 
emoji embedding showed better performance comparing to pre-trained word embedding A and word embedding B. 

The results indicate that our method can successfully model the relationship between emoji and emotion classes. Mapping emoji to 
fine-grained emotions and using emoji specific embeddings can potentially improve classification results. 

Fig. 8. Description embedding which is deployed by taking the sum of word vectors of Emoji Unicode description.  

Table 14 
Results of sentiment classification considering word embedding as features (embedding approach).    

Micro   
Precision Recall F1-score  

Without Emoji + Word Embedding A 66.37% 52.38% 58.55% 
Unicode Emoji Description + Word Embedding A 68.14% 57.5% 62.37% 
Word Embedding B 68.54% 48.61% 56.88% 
Word Embedding A 75.25% 63.61% 68.94% 
Description embedding + Word Embedding A 71.34% 63.76% 67.34% 

Proposed Method B-PMI-based Emoji Embedding + Word Embedding A 73.21% 67.07% 70.01%  

Table 15 
Binary Relevance with Logistic Regression for multi-label emotion classification (using keyword-based approach to replace emoji).   

Proposed Method   
B-PMI-based Emoji Lexicon PMI-based Emoji Unicode Description Without emoji 

Micro 64.28% 63.62% 60.13% 46.05% 
Macro 44.99% 44.18% 40.44% 28.72% 
Hamming Loss 16.69% 16.85% 17.99% 18.92% 
Jaccard 52.17% 51.32% 47.98% 31.69%  

Fig. 9. F1-Score using Binary Relevance with Logistic Regression (keyword-based approach).  
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The proposed emoji embedding can be used to extend existing pre-trained word embeddings since pre-trained word embeddings 
may not capture the emotion of emoji. The low score for trust (score of trust was zero) and surprise classes was due to very few numbers 
of tweets that contain emoji for these classes. 

In order to get a better understanding of the performance of our method, we visualized the attention weights for each word in the 
tweet. The results of two example tweets are shown in Fig. 11 and Fig. 12. The color intensity corresponds to the weight assigned to 
each word. The weights indicate which words the model was paying attention to during the classification. As shown, high weight is 
given to the words and the emojis that are associated to emotions (e.g., “scariest” or “fear”). The emojis that are not present in the emoji 
embedding are less probable to be associated with emotions, since the existing word embeddings are trained on huge corpus containing 
noisy data, compared to the proposed emoji embedding that is specifically developed based on emotion labeled data. For example, the 

Table 16 
Experiment results of multi-label emotion classification using word embedding and emoji embeddings (embedding approach).   

Proposed method   
B-PMI-based Emoji 
Embedding + Embedding 
A 

Pre-trained 
Embedding A 

Pre-trained 
embedding B 

Description 
embedding +
Embedding A 

Unicode Emoji 
Description +
Embedding A 

Without emoji +
Embedding A 

Micro 67.68% 65.14% 63.35% 67.05% 64.34% 53.40% 
Macro 47.23% 37.27% 44.44% 46.40% 44.49% 29.58% 
Hamming 

Loss 
14.15% 16.76% 16% 15.14% 16.78% 24.53% 

Jaccard 56.36% 52.92% 51.81% 55.11% 53.27% 41.46%  

Fig. 10. Results of multi-label emotion classification per emotion class, using embedding approach (excluding trust).  

Fig. 11. Attention heat-map visualization example. Golden labels are {fear, pessimism}. Predicted labels based each method are: a){disgust, fear, 
sadness}, b){fear, sadness}, c){fear}. 
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low value of weight for “moon” in Fig. 12 indicates its insignificance in the final prediction. 
Therefore, the emoji features that are related to emotion are more likely to be important in the emotion classification. In some 

cases, the emotion of emoji may not be correctly assigned. For example, emoji of “person tipping hand ” is categorized as disgust, 
which associated the following sentence “Only I could be talking to a catfish on tinder glad I don’t use it seriously” with disgust, 
while the golden label of this sentence is joy. 

7. Conclusion 

This paper presented a method for categorizing emoji into one or more emotion classes. Instead of the using Unicode description of 
emoji, we proposed a method that categories emoji based on the semantic similarity between emoji and emotion classes. Considering 
the explosive growth of web 2.0 and the increasing use of emoji in textual content, it has become crucial to research emoji and emotion 
types and the approaches used for their analysis. Therefore, this paper aimed to develop a deep understanding of using emoji in 
emotion classification. With this in mind, we proposed model the relationship between emoji and emotion classes with a method called 
balanced weighted PMI (B-PMI) for dealing with imbalanced emotion classes. These improvements result in developing multi-label 
emoji classification and building an emoji lexicon and emoji embedding that improves the sentiment analysis and emotion classifi-
cation in tweets. We validated the proposed method in two different datasets, for multi-class (positive, negative, neutral) and multi- 
label (11 emotion classes) classification. According to the report, the proposed method achieved the top accuracy results in comparison 
with the existing methods. The method obtains 3%− 8% increase in micro F1-score in all datasets. 

To the best of our knowledge, it is the first research that automatically classifies emoji into one or more emotion classes using a 
modified balanced PMI approach. Researchers and practitioners can use this method and categorize emoji based on their specific 
emotion classes to extend emotion related features for classification problem. Since new emoji are continuously offered to the social 
media platform, further research might be of interest to use n-gram features and analyze the emotion of emoji sequences. 
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