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Abstract
Human detection and activity recognition (HDAR) in videos plays an important role
in various real-life applications. Recently, object detection methods have been used
to detect humans in videos for subsequent decision-making applications. This
paper aims to address the problem of human detection in aerial captured video
sequences using a moving camera attached to an aerial platform with dynamical
events such as varied altitudes, illumination changes, camera jitter, and variations
in viewpoints, object sizes and colors. Unlike traditional datasets that have frames
captured by a static ground camera with medium or large regions of humans in
these frames, the UCF-ARG aerial dataset is more challenging because it contains
videos with large distances between the humans in the frames and the camera. The
performance of human detection methods that have been described in the
literature are o�en degraded when input video frames are distorted by noise, blur,
illumination changes, and the like. To address these limitations, the object
detection methods used in this study were trained on the COCO dataset and
evaluated on the publicly available UCF-ARG dataset. The comparison between
these detectors was done in terms of detection accuracy. The performance
evaluation considers five human actions (digging, waving, throwing, walking, and
running). Experimental results demonstrated that EfficientDetD7 was able to
outperform other detectors with 92.9% average accuracy in detecting all activities
and various conditions including blurring, addition of Gaussian noise, lightening,
and darkening. Additionally, deep pre-trained convolutional neural networks
(CNNs) such as ResNet and EfficientNet were used to extract highly informative
features from the detected and cropped human patches. The extracted spatial
features were utilized by Long Short-Term Memory (LSTM) to consider temporal
relations between features for human activity recognition (HAR). Experimental
results found that the EfficientNetB7-LSTM was able to outperform existing HAR
methods in terms of average accuracy (80%), and average F1 score (80%). The
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