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ABSTRACT

Studies on programming comprehension have focused largely on the type
of reading strategies individuals employ. However, quite few program-
ming comprehension studies have focused on the relationship between
the self-rated confidence levels and the performance levels of the partic-
ipants. In this study, our aim was to identify the effect of confidence
levels among the participants as they attempt familiar programming
questions. Our results indicate that due to familiarity, all participants
generally show high confidence levels. High performers demonstrated
self-rated high confidence levels as compared to low performers. However,
the difference in confidence levels of high and low performers was found
non significant. Furthermore, the confidence levels and the performance
levels are weakly correlated indicating that confidence levels do not
affect the performance levels of this set of participants on the types of
questions tested. Moreover, the machine learning algorithms utilized to
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classify the participants in this study showed potential based on their
performance and confidence levels.

Keywords: Machine learning, expertise, confidence, programming compre-
hension, computer education.

1 Introduction

The world we know depends more on computer programming by each passing
day. This makes understanding computer programming crucial to individual
and societal development. Ultimately, it becomes even more important to
understand how programmers learn and understand computer programs [26] in
order to develop learning instructions and tools to address any issues that arise
in these studies. Most program comprehension studies have focused on the
reading strategies of the students to outline how high and low performers differ
from each other in program comprehension tasks [26, 25, 23, 9, 24, 19, 2, 20, 5].

Experienced programmers’ ability to write successful computer codes is
dependent on their previous knowledge. Findings from studies on programming
comprehension suggest that more organized prior knowledge and stronger
concepts are possessed by these experienced programmers [9, 8, 6, 21]. Studies
[5, 21] also suggest that during program comprehension the related schemas
are evoked. These schemas [7] are structured mental representation of concepts
that are developed over time through experience. Each time an individual
is presented with a new problem, these schemas are used to assist problem
solving or decision making.

It has hence been established that experienced (experts) and non-experienced
or less experienced (novices) programmers’ underlying mental schemas differ
as more experienced programmers process and perform the tasks faster than
their counterparts. However, identifying the confidence levels of programmers
as they perform program comprehension tasks is still an area to be explored,
especially, with the incorporation of the effect of mental schemas as they
perform program comprehension tasks. In other words, in the context of
success in coding it is yet unknown to what extent prior knowledge influences
the levels of self-rated confidence exhibited by a programmer of varying degree
of expertise. In this case, prior knowledge is identified as the amount of
experience, existing and relevant knowledge an individual holds for a specific
domain. The identification of this effect would provide deeper understanding
about its role in key decision making and problem-solving processes including
motivation, communication, challenges, and being in the state of flow.

In the literature, self-confidence termed as self-efficacy, perceived ability and
perceived competence describes “an individual’s perceived ability or degree of
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belief one possesses to accomplish a certain level of performance” [11]. However,
Bandura [3] differentiates between self-confidence and self-efficacy by defining
the former as “firmness or strength of belief without a specific direction”, while
the latter as a goal set together with a belief. A wide range of definitions and
concepts on self-confidence studies revealed constant importance to investigate
its effects on factors such as motivation and performance.

Self-rated confidence can also be termed as the degree of optimism an
individual identifies related to his/her performance upon completing a specific
task. The notion of believe about one’s competence is consistent with [10]
as a cognitive mechanism mediating motivation, thought patterns, emotional
reactions, and behavior [3]. According to Bandura [3], performance monitoring
on success offers greater encouragement and confidence, than if the focus is
given on failures an individual experience. Furthermore, diverse studies [15,
22] collectively provided evidence that people’s perception of their performance
capability significantly influences their motivational behavior [3]. In the past,
Kruger and Dunning [14] pointed out how unskilled people overestimate their
competence without realizing it and that focusing on improving their skills
and making them realize their incompetence can help them. Hence, the
identification of self-rated confidence along with performance on programming
tasks is important as it will help educators understand early learners’ confidence
in relation to their performance. This is so that appropriate persuasive
techniques and goal settings can be offered to positively influence the potential
of every learner’s confidence, motivation, and behavior. Consequently, better
teaching and learning strategies can be designed to aid these early learners.
This includes applying techniques and findings gained from this study in
designing and developing personalised learning systems.

The aim of this research is to analyze the performance and the self-rated
confidence levels of novice programmers on program comprehension tasks. The
proposed work attempts to identify (RQ1) the relationship between confidence
levels and performance levels of the participants. In this work, self-rated
confidence level refers to the degree of belief one identifies themselves when
judging their own ability and capacity in solving a programming problem, while
performance levels is identified as the total score an individual attains after the
completion of all programming tasks. Furthermore, given the varying degree of
experience these novice programmers exhibit (as there will be individuals classi-
fied as high performers vs low performers – see Section Methodology: Analysis),
(RQ2) what groups can be classified from the confidence levels and the perfor-
mance levels of the participants? Finally, (RQ3) how well can selected machine
learning algorithms classify these participants based on their performance? The
classification using machine learning is included to see if participants can be
classified into high and low performers’ groups along with their confidence lev-
els. To date, these kind of predictions for a programming comprehension study
have not been carried out, hence, this research aims to fulfill this research gap.



4 Ahsan et al.

In this study, as we target early learners who have been assessed in the
introductory programming course in their university, we hypothesize that high
performers will have higher confidence levels than low performers as they
attempt the programming questions. This is because we expect them (high
performers) to have a general idea of their levels of performance and expect
their confidence levels to reflect such judgement. It is further hypothesized that
the machine learning algorithms will achieve a considerably good accuracy in
classifying these performers. Taken together, these analyses will inform about
the relationship between the confidence levels and the performance levels of
the participants on programming comprehension tasks.

2 Related Work

Programming comprehension studies have always been influenced by psycho-
logical aspects as we see Soloway et al. [26] using the term “cognitive fit” to
elaborate how subjects have a certain preference for a program comprehension
strategy. This was extended by Soloway and Ehrlich [27] as they used the terms
plan-like and unplan-like for computer programs referring to the structure of
the programs as they are generally taught (plan-like) and other correct imple-
mentations of the same programs (unplan-like). These studies structured the
questions in a way to evaluate whether programming problems are associated
with the concepts that lie in individuals’ minds (or the underlying mental
schemas). Rist [23] contributed on the strategies that subjects use during
program comprehension and suggested that a bottom-up and backward strat-
egy is employed while learning programming (creating mental schemas), and
a top-down and forward strategy is employed while retrieving (using mental
schemas). Détienne and Soloway [9] asserted that often one comprehension
strategy is not enough during program comprehension and subjects often must
rely on more than one strategy to perform the program comprehension tasks.

The study by Obaidellah et al. [21] suggested that prior knowledge is indeed
helpful to the subjects as they solve new problems. Several other studies [1, 2,
4, 13, 16, 19] and [20] have successfully incorporated program comprehension
theories and drawn significant results. However, these studies do not include
confidence levels of the subjects leaving this aspect to be explored.

The study by Sharif and Maletic [24] found that high levels of ability in UML
design result in higher confidence, contributing a strong positive correlation
between performance and confidence. However, a study by McChesney and
Bond [18] drew a comparison between dyslexia programmers’ and typical
programmers’ confidence levels, however, no significant difference between
the groups was found. Another study, by Duan et al. [5] tested whether
confidence is a good predictor of performance on model comprehension tasks.
They [5] found that confidence can be a good predictor for the correctness
of the tasks. A study by Doukakis et al. [10] focused on measuring students’
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confidence in algorithms and programming. They [10] found that secondary
students who intend to take a technological direction during tertiary education
showed higher levels confidence to solve problems and design algorithms. It
was also reported that tertiary level students who had taken relevant courses
during their secondary education showed higher confidence levels than the
tertiary level students who did not enroll in the relevant courses. This further
indicates that prior knowledge (to some extent) causes them to have higher
confidence levels. The dearth of studies relating confidence levels of the
students with their performance in program comprehension tasks clarifies the
gap that research in this area needs to be carried out. Based on the literature
discussed so far, a possible new direction that can be taken is by obtaining the
self-rated confidence level of the subjects as they perform familiar program
comprehension tasks to see the effect of the mental schemas (prior knowledge)
on their confidence.

Furthermore, we are interested to investigate if machine learning algorithms
can classify participants based on their performance as well as confidence
levels. Studies [1, 12, 17] on program comprehension used machine learning
algorithms to predict programmer expertise and task difficulty. However, these
studies do not integrate the mental schema aspect, nor do they integrate
the confidence levels of the participants. This introduces another gap to
be filled. As discussed, it is important to understand the effect of mental
schemas on individuals’ confidence levels and its relation to their performance.
Consequently, the proposed research integrates mental schema theory as its
theoretical framework to carry out a study on the confidence levels of novice
programmers in relation to their performance as well as using machine learning
algorithms for classification.

3 Methodology

This section provides a review about the methods adopted for the proposed
study including an overview about the participants, materials for the tasks, pro-
cedure taken for data collection and analysis methods applied in the research.

3.1 Participants

First year undergraduate students majoring in computer science were chosen
from a public university in Asia. The only pre-requisite for participants in
the current study for the students was to have undertaken the Fundamentals
of Programming course. This was to ensure that they are familiar with
the concepts and the questions that they are going to be presented with in
the study. A total of 60 students took part in the study, male and female
included, between 18 and 25 years of age (Mage 19.3 years, SDage = 0.57). All
participants were beginners, and hence, considered as novices.
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Figure 1: Example of a question. The bottom left is the plan-like correct option and the
top right option is the unplan-like correct option.

3.2 Materials

There were two types of questions; Selection and Iteration, each type included
two questions of each level of difficulty; easy, medium, and hard – making a
total of twelve questions. The easy questions were short codes with only one
statement containing the functionality for selection and iteration type questions.
The medium questions included either two selection statements or while loops
for increased difficulty. The hard questions had increased sophistication using
nested selection and loop statements. The content of these questions was
inspired from the textbooks and notes used to teach the students weeks before
the data was collected. In a way, the students were familiar with the tasks
presented to them. The questions had a problem statement and four code
snippets as options with at least two correct choices where one was plan-like
and the other unplan-like, see Figure 1. In Figure 1, the bottom left is the plan-
like correct option usually seen in the textbooks to satisfy the requirements
in the problem statement, whereas the top right option is the unplan-like
correct option that also achieves the desired result but is not seen in the
textbooks and/or taught by the instructors. This was to ensure that the plan-
like code snippet can evoke mental schemas and to see whether these schemas
can help them identify the correct implementation in the unplan-like code
snippets provided to them. A locally hosted web-application was developed
to present the questions to the participants. A post-survey questionnaire was
included at the end of a session to obtain the demographic details of the
students.
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Figure 2: Rate difficulty and confidence level.

3.3 Procedure

The participants were individually scheduled to come to a dedicated lab and
attempt all questions in one session each. The participants would first read the
instructions, watch an example video about the tasks, and perform an example
task before attempting the main questions. The questions were presented in a
randomized order to avoid order effect. The participants were asked to rate
their confidence and difficulty level at the end of each question, see Figure 2.
The questions had no time-limit and the students were told to take as much
time as they need. However, most participants completed their sessions in
less than 25 minutes. After answering all twelve questions they were asked to
provide information regarding demographic details. Each participant received
course credit for their participation.

3.4 Analysis

Statistical tests will be carried out to understand the relationship between the
confidence levels and the performance of the students. Supervised machine
learning algorithms are considered to classify the participants into groups of
performance (high vs low). These machine learning algorithms will be validated
using weighted F -accuracy. The data was exported from the database of locally
hosted web-application used in the experiment.
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Table 1: Participants’ performance.

Correct Percentage
No. Students answers of 12 Grade Category

2 5 42% D+ FAIL
9 6 50% C PASS
5 7 58% C+
10 8 66% B GOOD
16 9 75% A− DISTINCTION
11 10 83% A
6 11 91% A
1 12 100% A
Note: Percentage of 12 in (column 3) is calculated by dividing the number of correct answers
(column 2) by 12 (total number of questions).

3.4.1 Data Preparation

The number of correct answers were tallied to acquire the total score of the
participants. Only fully correct answers are considered in this study as correct
answers. This means that all chosen answers must match those defined by
the experimenter. The confidence levels of the student were also exported
and tallied with all five confidence levels. These tallies will be used for
visualization, see Figures 3–14. Furthermore, a mean of all participants for
each question was calculated by converting the confidence levels into numbers
(1: Not Confident, 5: Very Confident). For the purpose of machine learning
classification, mean confidence levels for each participant across all questions
were separated along with their expertise levels (high and low), see Defining
High and Low Performers.

3.4.2 Defining High and Low Performers

In order to determine the high and low performers, the grading criteria from
the university where the data was collected was utilized. Table 1 shows that
34 students received an A- grade and above which is 75% or more correct
answers out of 12 questions. These are labeled as “High Performers”. The rest
of the students have 8 or less correct answers out of 12 questions with a grade
B and below, and these students are labeled as “Low Performers”.

3.4.3 Statistical Tests

A Pearson correlation coefficient test will be carried out using the confidence
levels of each student for each question, their overall score, and their levels
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of expertise (high and low) as established in Defining High and Low Per-
formers section. This test will offer insight into the relationship between the
performance levels and the confidence levels of the participants.

3.4.4 Supervised Machine Learning

The dataset contained the mean confidence levels of the students for each ques-
tion, as described in the Data Preparation section, and their levels of expertise
(high and low) as established in Defining High and Low Performers section.
This data set was divided into training and testing set with 60% (data of 36
participants) and 40% (data of 24 participants) of the total data respectively.
The training set was labeled manually into four groups; Less Confident Low
Performer (LC), More Confident Low Performer (ML), Less Confident High
Performer (LH), and More Confident High Performer (MH). As there were
five confidence levels, for the purpose of machine learning classification, they
were transformed into two by calculating the mean across all questions for
each participant. More confident students had a mean confidence level more
than 3 on all questions (accumulated), whereas less confident students had a
mean confidence of less than 3 on all questions (accumulated). The training
set was put into MATLAB’s classification learner with 5-fold cross validation
and the model was generated. Three classifiers were used in the training; Tree
(Fine), Support Vector Machine (Quadratic), and KNN (fine). The obvious
choice here was Tree (Fine) as it is considered to be the most appropriate for
this kind of dataset due to its ability to classify using branches, however, the
other two classifiers also showed high accuracies during prediction and they are
included for a comparison. For validation, weighted F1-accuracy will be calcu-
lated. Other metrics including weighted precision and weighted recall will be
presented.

4 Results

As previously described in Section Methodology: Analysis, the results will be
presented in this section. Firstly, visualizations of metrics including confidence
levels, performance, and question-dependent performance of the participants
will be presented. Secondly, accumulated confidence levels for all questions
of high and low performers will be presented for each question. This will
be followed by Pearson correlation coefficient test results. Lastly, supervised
machine learning training model, prediction, and F-score validation will be
presented.
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Figure 3: Iteration 1 (I1) – Tallied participants for each confidence level (NC – Not Confident,
SC – Slightly Confident, SWC – Somewhat Confident, FC – Fairly Confident, VC – Very
Confident). Correct and wrong refers to the number of participants who scored correctly or
wrongly.

4.1 Confidence Levels and Performance

In this section, three metrics are visualized for each question; Selection 1–6
(S1–S6) and Iteration 1–6 (I1–I6). The first metric is the number of par-
ticipants who answered correctly or wrongly for each question, and this is
represented in blue and orange bars respectively. The second metric is the
confidence level selected by the participants for each question. This metric
contains all participants who answered correctly or wrongly for each question.
The third metric is the number of participants in high and low perform-
ers group (overall performance on all questions) in each confidence category
for each question. High performers are represented by grey lines and low
performers are represented by yellow lines. Together, the visualizations rep-
resent the number of high and low performers in each confidence category
for each question and shows question-dependent performance of the same
participants.

Figure 3 shows that both high and low performers (respectively indicated
by gray and yellow lines) were generally confident for this question. This could
possibly be because of its ease as 59 out of 60 participants were able to score
correctly. The participant who did not score correctly for this question rated
their confidence as somewhat confident.

Figure 4 shows that both sets of high and low performers particularly showed
a high confidence but were unable to answer correctly. This could possibly be
because of the unplan-like options managing to successfully trick them as this
question was generally perceived as an easy question. Participants who scored
correctly generally chose either somewhat confident or fairly confident rating.
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Figure 4: Iteration 2 (I2) – Tallied participants for each confidence level (NC – Not Confident,
SC – Slightly Confident, SWC – Somewhat Confident, FC – Fairly Confident, VC – Very
Confident). Correct and wrong refers to the number of participants who scored correctly or
wrongly.

Figure 5: Iteration 3 (I3) – Tallied participants for each confidence level (NC – Not Confident,
SC – Slightly Confident, SWC – Somewhat Confident, FC – Fairly Confident, VC – Very
Confident). Correct and wrong refers to the number of participants who scored correctly or
wrongly.

Figure 5 shows that the majority of high and low performers who showed
a higher confidence were able to answer correctly. Whereas most participants
who answered wrongly chose fairly confident as their confidence level. There
were more low performers who chose somewhat confident than high performers
and almost all the participants who chose somewhat confident answered
correctly.
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Figure 6: Iteration 4 (I4) – Tallied participants for each confidence level (NC – Not Confident,
SC – Slightly Confident, SWC – Somewhat Confident, FC – Fairly Confident, VC – Very
Confident). Correct and wrong refers to the number of participants who scored correctly or
wrongly.

Figure 6 shows that the majority of the high and low performers chose
either a confidence level of slightly confident or somewhat confident and more
than half of them answered wrongly. This could possibly be because of the
perceived general difficulty of this question. A considerable number of them
chose fairly confident as well and more than half of those also answered wrongly.
It is worth noting that two students (one high and one low performer) who
chose not confident as their confidence level both answered correctly. More
low performers than high performers chose very confident.

Figure 7 shows that the majority of high and low performers who showed
a higher confidence were able to answer correctly. Whereas the participants
who answered wrongly chose either slightly confident, somewhat confident or
fairly confident as their confidence level.

Figure 8 shows that the majority of high and low performers chose some-
what confident as their confidence level and more than half of them scored
wrongly. Participants who chose slightly confident or not confident, the major-
ity of them too answered wrongly and the majority of these participants were
high performers. Participants who chose fairly confident, a majority of them
answered correctly and were high performers whereas the only participant
that chose very confident answered wrongly and was a high performer. This
was a hard question and participants were expected to be challenged by the
question.

A commonality found in all iteration type questions for the majority of
low performers is the choice of somewhat confident as their confidence in all
questions as compared to the high performers except for Iteration 4 question.
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Figure 7: Iteration 5 (I5) – Tallied participants for each confidence level (NC – Not Confident,
SC – Slightly Confident, SWC – Somewhat Confident, FC – Fairly Confident, VC – Very
Confident). Correct and wrong refers to the number of participants who scored correctly or
wrongly.

Figure 8: Iteration 6 (I6) – Tallied participants for each confidence level (NC – Not Confident,
SC – Slightly Confident, SWC – Somewhat Confident, FC – Fairly Confident, VC – Very
Confident). Correct and wrong refers to the number of participants who scored correctly or
wrongly.

This was possibly due to the perceived general difficulty of the question where
all participants generally exhibited a lower level of confidence. The high
performers tended to choose either fairly confident or very confident and it
was reflected in their performance as well. Furthermore, the questions where
a number of the low performers showed a high confidence is also reflected in
correct answers to those questions. This is consistent for all iteration type
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Figure 9: Selection 1 (S1) – Tallied participants for each confidence level (NC – Not Confident,
SC – Slightly Confident, SWC – Somewhat Confident, FC – Fairly Confident, VC – Very
Confident). Correct and wrong refers to the number of participants who scored correctly or
wrongly.

questions except for Iteration 2, as the unplan-like answer managed to trick
the participants causing high and low performers to perform poorly even with
its perceived general ease.

Figure 9 shows that the majority of high and low performers chose either
fairly confident or very confident and most of them answered correctly. A few
of them chose somewhat confident but most of them answered wrongly. Three
out of five who chose slightly confident answered correctly. This was an easy
question and participants were expected to perform well.

Figure 10 shows that the majority of high and low performers chose either
fairly confident or very confident and most of them answered correctly. A
few of them chose somewhat confident and all of them answered correctly as
well. Three out of five who chose slightly confident answered correctly. One
participant who chose not confident was a high performer and answered wrongly.
This was also an easy question and participants were expected to perform well.

Figure 11 shows that the majority of high and low performers chose fairly
confident and only half of them answered correctly. A few of them chose very
confident and most of them answered correctly. It is worth noting that more
low performers chose very confident for this question making this particular
question a special case. A few of the high and low performers also chose
somewhat confident and more than half answered correctly. Three out of five
who chose slightly confident answered correctly.

Figure 12 shows that the majority of high and low performers chose fairly
confident and a vast majority of them answered correctly. Most high performers
chose very confident whereas very few low performers chose this confidence
level and only one of them answered wrongly. A few of them chose somewhat
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Figure 10: Selection 2 (S2) – Tallied participants for each confidence level (NC – Not
Confident, SC – Slightly Confident, SWC – Somewhat Confident, FC – Fairly Confident,
VC – Very Confident). Correct and wrong refers to the number of participants who scored
correctly or wrongly.

Figure 11: Selection 3 (S3) – Tallied participants for each confidence level (NC – Not
Confident, SC – Slightly Confident, SWC – Somewhat Confident, FC – Fairly Confident,
VC – Very Confident). Correct and wrong refers to the number of participants who scored
correctly or wrongly.

confident and more than half answered correctly. Six participants who chose
slightly confident all answered correctly.

Figure 13 shows that the majority of high and low performers chose fairly
confident and a vast majority of them answered correctly. Most high performers
chose very confident whereas several low performers chose very confident and
only one answered wrongly. A few of them chose somewhat confident and half
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Figure 12: Selection 4 (S4) – Tallied participants for each confidence level (NC – Not
Confident, SC – Slightly Confident, SWC – Somewhat Confident, FC – Fairly Confident,
VC – Very Confident). Correct and wrong refers to the number of participants who scored
correctly or wrongly.

Figure 13: Selection 5 (S5) – Tallied participants for each confidence level (NC – Not
Confident, SC – Slightly Confident, SWC – Somewhat Confident, FC – Fairly Confident,
VC – Very Confident). Correct and wrong refers to the number of participants who scored
correctly or wrongly.

of them answered correctly. Four participants who chose slightly confident were
high performers and all of them answered correctly whereas only one participant
who chose not confident was a low performer and answered correctly.

Figure 14 shows that the majority of high performers and several low
performers chose very confident and all of them answered correctly. A few of
them chose fairly confident and all of them answered correctly except one. Ten
out of eleven participants (high and low performers alike) who chose somewhat
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Figure 14: Selection 6 (S6) – Tallied participants for each confidence level (NC – Not
Confident, SC – Slightly Confident, SWC – Somewhat Confident, FC – Fairly Confident,
VC – Very Confident). Correct and wrong refers to the number of participants who scored
correctly or wrongly.

confident answered correctly. Three participants (two high performers and one
low performer) chose slightly confident and all answered correctly.

What all selection type questions have in common is that high performers
are generally all more confident as they self-rated their confidence as “very
confident”; for S1 there are 16 high performers and 6 low performers, for S2
there are 17 high performers and 10 low performers, for S3 there are 5 high
performers and 10 low performers, for S4 there are 15 high performers and 4
low performers, for S5 there are 14 high performers and 5 low performers, and
for S6 there are 20 high performers and 9 low performers. Conversely, majority
of the low performers generally indicated higher confidence for selection type
questions as compared to iteration type questions. As more low performers
chose fairly confident in all selection type questions and in Selection 3 the
number of low performers who chose very confident was higher than the number
of high performers.

4.2 Accumulated Confidence Levels (Mean) For Each Question

In this subsection, the confidence levels of all participants were converted into
numbers (1: Not Confident, 5: Very Confident) and an accumulated mean
was calculated for high and low performers, as established in Methodology
section, for each question. Figure 15 shows that all participants generally
maintained a high confidence level except for I4 (Iteration 4) and I6 (Iteration
6) where the mean confidence levels for both high and low performers are less
than 3 (3 represents Somewhat Confident). It is also worth noting that the
participants generally showed a higher level of confidence for selection type
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Figure 15: Accumulated confidence (mean) for each question.

questions (S1–S6) than the iteration type questions (I1–I6). This could possibly
be due to the overall ease and simplicity of the selection type questions.

A Pearson correlation coefficient test was carried out by splitting the
data in two groups; high and low performers, where their mean confidence
was tested against their total number of correct answers in all questions,
against their total number of correct answers in Iteration-type questions, and
against their total number of correct answers in Selection-type questions. The
Pearson correlation coefficient between mean confidence of low performers and
total number of correct answers in all questions (r(24) = 0.137, p = 0.503)
indicates a weak positive correlation. Moreover, a negative correlation (r(24) =
−0.075, p = 0.717) was found between mean confidence of low performers
and total number of correct answers in Iteration-type questions. Furthermore,
a weak positive correlation (r(24) = 0.212, p = 0.298) was found between
mean confidence of low performers and total number of correct answers in
Selection-type questions. The Pearson correlation coefficient between mean
confidence of high performers and total number of correct answers in all
questions (r(32) = 0.168, p = 0.343) indicates a weak positive correlation.
Moreover, between mean confidence of high performers and total number of
correct answers in Iteration-type questions, a weak positive correlation (r(32) =
0.193, p = 0.275) was found. Furthermore, a negative correlation (r(32) =
−0.010, p = 0.957) was found between mean confidence of high performers
and total number of correct answers in Selection-type questions. These results
indicate that for these set of questions and for these set of participants,
confidence and performance are not correlated. This means that students’
confidence is not an indicator of how they actually perform as the performance
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Table 2: Accuracies of the machine learning classifiers.

Classifier Accuracy

Tree (Fine) 97.2%
Support vector machine (Quadratic) 91.7%
KNN (Fine) 91.7%

Table 3: F1-accuracy, precision and recall of the machine learning classifiers.

Weighted Weighted Weighted
Classifier F1-accuracy precision recall

Tree (Fine) 96.9% 97.3% 97.2%
SVM (Quadratic) 90.8% 92.6% 91.7%
KNN (Fine) 91.3% 91.7% 91.6%

of the participants is somewhat independent of their self-rated confidence
levels.

4.3 Supervised Learning

After determining the high and low performers, as mentioned in Methodology
section, confidence levels were also converted into two by calculating the mean
across all questions for each student. As there were five confidence levels
collected (1: Not Confident, 2: Slightly Confident, 3: Somewhat Confident, 4:
Fairly Confident, 5: Very Confident), it was decided that students who show a
mean of confidence of more than 3 (somewhat confident) will be considered
as more confident students for the purpose of this analysis. Categorizing the
participants into high and low performers as well as more and less confident
performers makes it simplistic and easier to label. Accordingly, there will
be four groups; More Confident High Performer (MH), Less Confident High
Performer (LH), More Confident Low Performer (ML), and Less Confident Low
Performer (LL). The classifiers used in the training were Tree (Fine), Support
Vector Machine (Quadratic), KNN (Fine) as mentioned in the Methodology
section. Table 2 shows the accuracies of the machine learning classifiers on
the training set.

Weighted F1-accuracy was utilized for the purposes of validation as the
classes in the data were not equally distributed. Table 3 presents the weighted
F1-accuracy, weighted precision, and weighted recall for each of the three
classifiers used on the training set.

Consequently, Tree (Fine) was chosen, as it showed the highest accuracy
in Table 2 as well as highest Weighted F1-accuracy, Weighted Precision, and
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Figure 16: Training model (Less confident-high performer: 2, Less confident-low performer:
4, More confident-high performer: 15, More confident-low performer: 13).

Weighted Recall. Only two predictors were used; Mean Confidence Level and
participant’s overall Score out of 12. Figure 16 shows the training model.

The prediction can be seen in Figure 17. The prediction was not 100%
accurate as one participant who is predicted in Less Confident Low Performer
(LL) group has a mean confidence of just above 3, whereas anyone with a mean
confidence higher than 3 should be a more confident performer. Another wrong
prediction was a participant classified into Less Confident High Performer (LH)
group, whose mean confidence level is just above 3 as well.

5 Discussion

5.1 Relation between Confidence Levels and Performance

As research question 1 is to identify the relation between the confidence levels
and the performance of the students, the results found in Confidence Levels
and Performance in the Results section suggest that generally the participants
(regardless of performance levels) exhibited high confidence throughout all
twelve questions. This is potentially due to the reason that the participants
were familiar with the questions presented to them during data collection.
Familiarity, in this case, gave them more confidence to perform well on the
tasks, which, as the results suggest, did happen. As out of 60 students, 34 were
high performers and that did not include the 10 students who scored a B grade
in this experiment. This possibly indicates that most of the students had robust
mental schemas indicating effective previous knowledge on the topic of interest.
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Figure 17: Prediction on testing set.

Thus, the strategies they undertook along with the edge that their confidence
provided ended up in a good level of performance. For some questions such as
I2, I4, S3, and S6, where the majority of participants chose high confidence but
answered wrongly, it could possibly be because of the unplan-like code options
that were given to them, and at times, they failed to properly use their mental
schemas to identify the correct code options. It is worth mentioning that high
performers exhibited higher confidence in both types of questions (iteration
and selection) and low performers showed higher confidence for selection type
questions than they did for iteration type questions. The higher confidence
of the low performers was also reflected in their ability to score better on
selection type questions than they did on iteration type questions.

The results found in the Accumulated Confidence Levels (mean) for Each
Question of the Results section also suggest that the mean confidence levels were
higher on the selection type questions than the iteration type questions. This
is possibly due to the general ease of the selection statements, as they are easier
to follow due to their straightforward structure. This general ease could have
affected their confidence positively even before they attempted the question
and seemingly continued after they had attempted them. This is also supported
by the fact that participants performed better on the selection type questions
than the iteration type questions. However, through the findings by Pearson
correlation coefficient test as reported in the Results section, only weak positive
correlations and negative correlations were found for high and low performers
between their respective mean confidence and total number of correct answers in
all questions, mean confidence and total number of correct answers in Iteration-
type questions, and mean confidence and total number of correct answers in
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Selection-type questions. Furthermore, no significant difference is found in these
results. This indicates that the performance of the students on programming
questions is weakly related to the self-rated confidence levels by the students.
This ultimately means that students should rather practice writing program-
ming codes than trusting their confidence in their ability to write programming
codes. Studies in the literature as reviewed earlier relate confidence with UML
tasks in the study by Sharif and Maletic [24] and with model comprehension in
the study by Duan et al. [5] both of whom reported a positive relation between
performance and confidence. However, these studies cannot be compared due
to the apparent differences in the type of questions presented to them. These
contradicting findings warrant further investigation in future studies.

The findings for this research question are consistent with the findings
by Doukakis et al. [10] in terms of students with prior knowledge showing
higher levels of confidence. In this study, however, all participants were
pursuing computer science at the undergraduate level, and hence, they all
exhibited higher levels of confidence. Furthermore, due to general ease, higher
confidence and higher performance were recorded for selection type questions
than iteration type questions. However, higher confidence does not translate
into higher performance as supported by the statistical results presented in this
study. This finding is consistent with the findings by Kruger and Dunning [14],
as overestimation of abilities is a problem with the incompetent.

5.2 Classifying Participants into Groups

As research question 2 is to classify the participants into groups, the results
found in the Supervised Learning results section suggest that the Tree (Fine)
classifier classified participants into four predefined groups. The results show
twenty participants in More Confident Low Performer (ML) group, which
means that their mean confidence was more than 3 and they had 8 or less than
8 correct answers out of 12. Six participants in Less Confident Low Performer
(LL) group means that their mean confidence was equal to or less than 3 and
they had 8 or less than 8 correct answers out of 12. Thirty participants in
More Confident High Performer (MH) group means that their mean confidence
was more than 3 and they had 9 or more than 9 correct answers out of 12. Four
participants in Less Confident High Performer (LH) group means that their
mean confidence was 3 or less than 3 and they had 9 or more than 9 correct
answers out of 12. This indicates that although most participants showed
high levels of confidence, thirty of them were high performers which makes up
to half of the total number of participants. Twenty students who exhibited
high confidence but were low performers seemed to have overestimated their
ability to attempt the questions correctly. Six participants who were less
confident and were low performers seemed to have correctly estimated their
ability to attempt the questions. The remaining four students who exhibited
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less confidence but were high performers seemed to have underestimated their
ability to attempt the questions.

5.3 Performance of Machine Learning Classifiers

As research question 3 is about the performance of the selected machine
learning classifiers used in this research, the results shown in Supervised
Learning, Results section suggest that all three machine learning classifiers
performed well. However, as Tree (Fine) showed the highest accuracy of
97.2% with 96.9% weighted F1-accuracy, 97.3% weighted precision, and 97.2%
weighted recall, it was chosen to classify the participants in the testing set.
During prediction, the Tree (Fine) classifier classified two participants wrongly
due to very small margins as both of these participants had a mean confidence
of 3.08 out of 5 and should have been classified as more confident performers,
instead, they were classified as less confident performers. This problem occurs
with machine learning classifiers when the dataset is as small as it were in this
study. It is possible that this error could have been avoided had the dataset
included data from over 200 participants.

6 Conclusion

6.1 Implications

Findings from this research establish that the prior knowledge seems to in-
fluence the confidence levels and the performance of the students. This is
validated through visualizations of the chosen confidence levels for each ques-
tion by all participants, mean confidence levels of all high and low performers
for each question, and by the formation of four groups as devised and classified
with the use of supervised machine learning. However, this research work
indicates that higher self-rated confidence on programming questions does not
translate into higher performance. This is supported and validated through
the Pearson correlation coefficient test. Hence, this research suggests that
prior knowledge causes the individuals to exhibit more confidence regardless
of how robust their prior knowledge is.

This means that educators are encouraged to enforce comprehensive pro-
gramming practice to the students so that they gain more experience and
improve their programming ability. Furthermore, educators should also encour-
age their students to assess their confidence levels periodically so that if a low
performing student has high confidence, they can be informed about the reality
of their ability. This will in turn allow them to work harder and motivate them
to practice and learn more. However, if a high performing student has low confi-
dence, they can be informed about their ability to increase their self-confidence
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but also guided about the perils of overestimation to keep them motivated and
working hard. Furthermore, depending on the degree of confidence exhibited by
the students, an instructor may adopt several options to enhance the students’
self-confidence and performance. This includes personalised instructional
strategies based on a series of progressive small sequences of activities; specific,
challenging, and attainable goal-settings that can be divided into short- and
long-term goals; and feedback that emphasizes on process-related (or learning
on measures such as effort and strategies) goals over outcome-related (or
performance on measures such as number of tasks completed or scored) goals.

This research also shows that on easier questions (selection-type questions)
individuals performed well and showed high confidence. Therefore, this type of
questions are beneficial to be given to novice learners in introductory computer
programming courses so as to maintain learners’ interest and motivation.
Lastly, machine learning showed potential in classifying participants based on
their confidence levels and performance.

6.2 Limitations and Future Work

Several aspects were not addressed in this research work. The data was collected
from one university in one country from 60 participants. Therefore, the results
and discussions are limited to that dataset. This can be observed from the
findings by the Pearson correlation coefficient test as the participants’ scores
were normally distributed contributing to higher numbers of average performers
and leaving out very few participants in very low performers and very high
performers group. A larger dataset could help combat this issue as more
participants can be found in groups based on these two extremes - very high
and very low performers. This problem continues even in the use of supervised
machine learning where a larger dataset could have improved the classification
accuracy. In the future, a larger dataset can be targeted containing about 200+
participants to observe the difference in the performance of supervised machine
learning. The questions provided to the students also limit this research work
to them and a different set of questions can be used including more types
of questions to investigate further differences between question types and
performance. Additionally, in the future, a contrast between the male and
female students can be drawn to see the difference in their confidence levels in
terms of their performance.
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